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Confidence Intervals for the Different Means
Using Jackknife Method after ANOVA for Data with Outliers

Jeerapa Sappakitkamjorn* and Sa-aat Niwitpong
Department of Applied Statistics, Faculty of Applied Science,
King Mongkut's University of Technology North Bangkok, Bangkok
Email: jsj@kmutnb.ac.th*, snw@k nutnb.ac.th

Abstract

In this study, the results from a Continuing investigation into the performance of confidence intervals
for the different means based on the Jackknife method for multiple comparisons after the ANOVA F-test are
presented. The main focus was o exzmine the Jackknife based confidence interval in detecting the
differences between the means in multiple comparisons tests, especially when datasets contain outliers. A
Monte Carlo simulation with 5,000 runs under various situations was conducted to investigate the
performance of the jackknif: based intervals. As equal sample sizes were considered in this study, we
compared the performance of the Jjackknife based intervals with those obtained by the Tukey’s HSD
(Honesty Significant Difference), a method that allows the comparison of all pairs of means, in terms of
coverage probability and expected length. The results from a simulation study show that the jackknife based
intervals enable us to better detect differences between the means when outliers are present in the datasets.

The intervals constructed by the jackknife method not only have shorter lengths but also offer control over
the probability of a Type I error.

Keywords: ANOVA, Confidence Interval, Jackknife Method, Multiple Comparisons, QOutliers

1. Introduction

In the presence of outliers, one should not simply remove them from a dataset unless there is a proof
that they are false values. OQutliers are often true values that are important since they contain valuable
information [1]. However, taking outliers into account, particularly in the one-way ANOVA, may cause
unequal variances and non-normality. As a result, assumptions to be satisfied are violated when ANOVA is
applied. In order to protect against the effects of these violations, one should apply the balanced designs
where sample sizes are equal.

As reviewed in [2], when a balanced design is applied, the ANOVA F-test is relatively resistant to
violations of assumptions. Similarly, the multiple comparisons tests after the rejection of null hypothesis in
the one-way ANOVA will be resistant to those violations. Due to availability of several powerful multiple
comparison procedures, such as Tukey’s HSD, Scheffé’s and Bonferroni methods, the Tukey’s HSD is used
in this study because it allows *he comparison of all pairs of means when used with equal sample sizes.

According to our previcus studies [4,5], the confidence intervals constructed by the jackknife method
perform well in detecting true differences between the means. in multiple comparisons tests. However,
outliers were not considered in those studies. Therefore, it is of interest to further investigate the accuracy of
the jackknife method for making paired comparisons in the presence of outliers,

The outline of this paper is as follows: in Section 2, a formula for a (1- )100% confidence interval
for the difference between two means based on the jackknife method is given. In section 3, details of the
simulation study are presented. The results and conclusion are given in Section 3 and Section 4 respectively.

2. The Jackknife based confidence interval

Following our preliminary studies that proposed a cenfidence interval and an adjusted confidence

interval based on the jackknife method [4,5], the (1~ a )100% cenfidence interval for the difference between
two means is given by

st
— - 1 1
Giury =X0x)) £ 4t 15 n-y \/MSE(JK )y = +;“] (D
iy
: 1 r -
where MSE(JK) =-—3 Var(JK)(xh) 05
7 b=l
ey =D = )2
Vaf‘(er)(Xh) = ____)1____ }‘ (xh(k) - xh(.)) (3)
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Confidence Intervals for the Mean of an Unknown Mean AR(1) Process
Following the Dickey-Fuller Unit Root Test

Sasithorn Labnarin* and Sa-aat Niwitpong
Department of Applied Statistics,
King Mongkut’s University of Technology North Bangkok, Bangkok, Thailand
Email: annarm_as@hotmail.com* , snw@kmutnb.ac.th

Abstract

This paper presents new confidence intervals for the mean of an unknown mean AR(1) process with
an almost unit root. We use the unit root test to choose between a stationary time series and the time series
with an almost unit root. If the unit root test does not reject the null hypothesis, the new confidence interval
for the mean are constructed based on the differenced series. We also propose the new adjusted confidence
interval for the mean of this process so that its minimum coverage probability is 1- & . The Monte Carlo

simulation is used to investigate the behavior of these new confidence intervals compared to the existing
confidence interval based on their coverage probabilities and expected lengths.

Keywords: AR(1), confidence interval, the Dickey-Fuller unit root test
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On Coverage Probability of a Prediction Interval
for an Unknown Mean AR(1) Process Using the Residuals Model

Wararit Panichkitkosolkul* and Sa-aat Niwitpong
Department of Applied Statistics, Faculty of Applied Science,
King Mongkut’s University of Technology North Bangkok, Bangkok, Thailand
Email: wararit@mathstat.sci.tu.ac.th*

Abstract

A new prediction interval for an unknown mean first-order autoregressive process (AR(1)) using the
residuals model is investigated in this paper. According to the Monte Carlo simulation result, a new
prediction interval has a desired minimum coverage probability 1-c . Moreover, this new one is better than
the existing one based on the random walk for all the autoregressive parameter values and all sample sizes
considered in this paper.

Keywords: AR(1), Coverage Probability, Prediction Interval, Residuals Model
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Abstract

This article presents new confidence intervals for the response mean of simple regression following pre-
tests, for the aull hypothesis H, :B, =0,i=0,1 when B, are the regression coefficients. From the experiment we
found that, new confidence intervals gave expected length to be shorter than the former expected lengths. However,
when the values of P, approaches zero, new confidence intervals are the coverage probabilities of less than
1o Therefore, it is of interes: to increase the coverage probability of confidence intervals. By using Olive[2007,
Prediction intervals for regression models, Computational Statistics & Data Analysis, 51, 3115-3122] ,we adjust
confidence inervals, so that coverage probabilities of these intervals ars at least 11— and their expected lengths are

shorter than existing confidence intervals when the value of B, approaches zero.
Keywords: Simple linear Regression Model, Confidence Interval, Hypothesis Testing
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A Single-Level Continuous Sampling Plan for High Quality Production Line

Tidadeaw Mayurcesawan
Department of Appliec: Statistics, King Mongkut’s University ¢f Technology North Bangkok, Bangkok
‘Email: tidadeaw@yahoo.com '

Abstract '
This paper presents a plan SKIP-CSP-1 for inspection of a high quality continuous production line.
The plan is defined by 3 parameters i (the number of consecutive non-defective units that must be produced

during a 100% inspection of the line), a fraction f (the specified sampling frequency during a fractional
inspection of the line) and & (the number of units for skipping over in an inspection). SKIP-CSP-1 computes
3 performance measures, average fraction inspected ( AFT), average outgoing quality (40Q ) and average
outgoing quality limit ( AOQL ), for given values of the parameters and incoming fraction of defective units
on the linz (p). The validity of the performance measure formulas have been tested by extensive
simulations. The formulas of performance measures, AFI and AOQ are valid for all the sets of p, ik, r
(r=1/ f) values. The SKIP-CSP-1 plan has been compared with CSP-1 and CSP-2 plans. On comparing
AFT and 40Q, we have found that SKIP-CSP-1 does not give an appreciable difference in the number of
units inspected and output quality for low level of p (0.001, 0.003) and for all the sets of i, k, r . Further, for
higher levels of p, but low levels of &, it also does not give different results. However, compared with

CSP-1, we have found that SKIP-CSP-1 gives lower number of units inspected and output quality than CSP-
1, whereas compared with CSP-2, SKIF-CSP-1 gives higher number of units inspected and output quality

than CSP-2.

Keywords: Continuous Sampling Plan, High Quality Production Line.

1. Introduction

A continuous sampling plan (CSP) is a plan of sampling inspection for a product consisting of
individual units (parts, subassemblies, finished articles etc.) that is manufactured in quantity by an essentially
continuous process. A CSP is applicable only to units subject to nondestructive inspection on a GO-NOGO
basis. It is intended primarily for use in process inspection of parts, or final inspection of finished articles,
where it is desired to have assurance that the percentage of defective units in the accepted product will be less
than some prescribed low figure. The original continuous sarpling plan (CSP-1) was described by HF.
Dodge anc variations of the plan (e.g., CSP-1, CSP-2, CSP-2 C5P-4, CSP-5, CSP-F), have been proposed by
many workers.

An inspection procedure in CSP-1 always starts with 100% inspection (screening). This screening is
performed until i successive non-defective units are observed. Then the procedure samples only one of the
following r units. If the sampled unit is found to be good, then the procedure continues to sample one unit
from the next r, etc. As soon as a defective sample unit is observed, the procedure switches back to
screening every unit and continues until a further i consecutive good units have been observed. Thus, the
inspection procedure consists of alternating periods of 100% inspection and periods with f.100%
inspection, where f = 1/r.[1]

A CSP-2 differs from a CSP-1 in the sense that during the sampling inspection period the first
observed defective unit does not immediately require the procedure to change to 100% inspection. Switching
only takes place if another defective is found in the following m sampled units. Frequently, one chooses m =
i . This choice of m implies that, after discovery of the first nonconforming unit during the £-100%

inspection period, the inspection needs to draw only good units in the next i sampled units. [2]

Reviews of other CSPs are now available in textbooks (see, €.g., Duncan [3], Grant [4] and
Montgomery [5]).

The main objective of this paper is to develop a CSP that can be used for a high quality production
line. The paper describes the following:

1) The design of a continuous sampling plan for a high quality production line which we call SKIP-
CSP-1. - :

2) The development of the theory and formulas for important performance measures in SKIP-CSP-1,
such as the averags fraction inspected ( AFI ), the average outgoing quality (40Q) and the average

outgoing quality limit ( AOQL ).
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Confidence intervals for the difference between two means with missing data following a pretest
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Abstract

The objective of this study is to compare efficiency of confidence intervals for the difference between two
means when item nonresponse occurs in sample. The confidence intervals considered are Welch-Satterthwaite
confidence interval (Iws) and the adaptive interval that incorporates a preliminary test (pre-test) of symmetry for the
underlying distributions (ladp_s). Tke adaptive confidence intervals use ‘Wclch-Satterthwaite confidence interval if the
pre-test fails to reject symmetry for distributions; otherwise, apply Welch-Satterthwaite confidence interval to the log-
transformed data, then transform the interval back. Simulation studies show that the adaptive interval that incorporates
the test of symmetry performs better than Welch-Satterthwaite confidence interval when we imputed values for the
missing data in a random sample {x,.;i =1 ,..,nx} and {yj;j = 1,...,ny} based on random hot deck

imputation method.

Keywords: Confidence interval, Coverage Probability, Imputation, Preliminary test
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Adjustment of estimators of the population mean in survey sampling using auxiliary
information when some observations are missing

Phanuphong Thaweekaew Kanokwan Channarong and Nuanpan Nangsue
Department of Applied Statistics, Faculty of Applied Science
King Mongkut’s University of Technology North Bangkok
Email: x-hollister@hotmail.ccm

Abstract

In this paper, we compared some estimators for estimating population mean using auxiliary
information by the imputatior. method when some observations are missing. In this study we adjust the
Rueda estimator (2005) for estimating a pcpulation mean by using the imputation method. We propose two
composite imputation methods, called ratio regression imputation and regression ratio imputation, and use
them to compare with the three estimators: Rueda’s estimator, the estimator that uses the ratio imputation
method and the estimator that uses the regression imputation method. Five methods were compared in a
simulation study using population (),Y) values of size (N) 1,000 and 5,000 for different sample sizes and
correlation coefficient between X and Y is 0.5 and 0.8. In a sample 10, 2¢ and 30 percent of the cases will be
randomly designated as missing. We fixed the missing of x variable (q) is 10, 20 and 40 percent and the
missing of y variable (p) is 10 and 40 percent from each sample unit. Therefore we also report the results of a
simulation study that showed that the ratio regression imputation method and the regression ratio imputation
method give smaller mean absolute percentage errors than other estimators in every case.

Keywords: auxiliary information, regressicn imputation method, ratio imputation method,
missing data and Fueda estimator.

1. Introduction .

Missing data is a common problem in virtually all surveys. Frequently, survey sampling is
conducted to gather complete data on all sampling units. However missing data can be contributed to bias
and make the analysis harder to be conducted as well as make the results harder to be presented due to a
variety of reason. For example, none of data is available or information on one or more variables are missing.

The most frequently used method to compensate for item non response is imputation (Little and
Rubin, 1987). Item non response occurs if the questions that should be answered are not answered or the
answer are deleted during editing. So we simply discard all the sampling units with missing values and use
inference procedures, which can result in actual sample sizes being less than for other estimators, biases in
estimators and increases in sampling variance if missing data follows any pattern.

In this paper we propose new estimators for estimaticn of a population mean using auxiliary
information when some observations are missing. The estimators are adjusted from Rueda’s estimator(2005)
by using imputation methods and using them to compare with other estimators, that use ratio imputation and
regression imputation. Specifically, we fix the case where data is raissing for some subjects, and the value of
an auxiliary variable is missing for other distinct subjects.

2. Methods of Estimation

Let Q be a population of N units from which a random sample of fixed size is drawn. For this
sample we observe the values of two variables, (y;,x;), i= 1,...,n, 7or the estimation of some parameter of y.
We assume that only t = (n-p-q) of the observations are complete for the selected units in the sample. We
have a set of q observations on the y characteristic in the sample but with the x characteristic missing.
Similarly, we have a sample of p observaticns on the x characteristic but with the y characteristic missing.
Further, p and q are assumed to be integer numbers satisfying 0 <p,q<n/2 . We separate the units
of the sample into three sets.
s, ={ies/¥;,y, are available}
s, ={i €s/x; areavailable, but y, is not available}
s3 ={i €s/y; areavailable, but x; is not available}

We also let s; be the members of the population which are not included in the sample, ie., no
information is available for them.

We compare five methods. The first method we consider uses the estimator that Rueda et al (2005)
proposed in an attempt at a post survey prediction of the mean of y. The predictor of Y was taken as:

T' =1, 5, +f, U,y +1, ¥, +(-f, )U, 0))
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Analysis of Bioactive Constituents for Lowering Blood Sugar Levels in Herb Juice
Extract of Gynura procumbens and Development of Herb Juice Spray-Dried Powder

S. Kongtun Janphuk'™!, and W. Su-acherdkaiti?

. 'Department of Biotechnology,
*Department of Applied Statistics, Faculty of Applied Science,
King Mongkut’s University of Technology North Bangkok, Bangkok, Thailand
Email: skongtun@yahoo.com*

Abstract

Gynura procumbers (Asteraceae), has been used traditionally as anti-inflammatory remedy for skin
rash and itching. Recently, research of leaves extract of this plant which effect on serum cholesterol and
triglyceride level in rat has been reported. In this study, the possible hypoglycaemic constituents in herb juice
of G. Procumbens leaves were analyzed by chromatographic techniques such as Thin-Layer Chromatography
(TLC) and High-Performance Liquid Chromatography (HPLC). These techniques can be used for quality
control of plant materials and phytopharmaceutical products. The herb juice from 5 provinces were spray
dried to be powdered by using 1%, 1.5% and 3% of maltodextrin as bulking agent. The yields of herb juice
powder were compared and analyzed by the least significant difference test (LSD), which differences with
p<0.05 were considered to be significantly different,

Keywords: hypoglycaemia, chromatography, Gynura procumbens

1. Introduction

Gynura procumbers is found in various parts of Southeast Asia. It has been used in Thailand as
remedies fcr inflammation, pain, and allergic conditions. It has been used for the treatment of eruptive fevers,
rash and kidney disease (1). Recently, the leaves of this plant have been used as folk medicine to control
diabetes mellitus and hyperlipidemia. In some previous research, ethanolic extract of the leaves of G.
procumbens has shown significantly reducing effect on serum cholesterol and triglyceride level in rats (2).

From phytochemistry investigation of this plant, there are some bioactive compounds which
probably has hypoglycemic activities, such as phytosterol and flavonoids. The phytostefol contained in G.
Procumbens such as stigmaterol, B-sitosterol and their glycoside. Several flavonoids have been found in this
plant, such as quercetin, kaempferol and their glycoside, which possess significant pharmacological activities
including anti-inflammatory, anti-allergic, and anti-oxidant properties.

The present study vas to analyss and evaluate the possible hypoglycaemic constituents in herb juice
of G. Procumbens leaves sy chromatographic technique. The compound Gla (mixture of stigmasterol
glucoside and P-sitosterol glucoside), quercetin, and rutin were used as markers for Thin-Layer
Chromatography (TLC). The rutin and isoquercitrin content of herb juice from different sources were
analyzed by High-Performarce Liquid Chromatograpy (HPLC).

2. Materiz} and methods

Preparation of the extract

The aerial part of G. procumbens was collected from five provice in Thailand, Supanburi (SP),
Nakornsawin (NS), Nakornprathom (NF), Uthai-thani (UT), ard Ayudthaya (AY). The fresh leaves of G.
procumbens  were biended and extracted with 95% alcohol (1..5L) until exhaustion. After filtration with
cotton wool, the mixture was centrifuged at 10,000 g for 20 min. The supernatant was evaporated at 38°C by
a rotavapor (Buchi Labortechnik AG, Switzerland). This solution was then freeze-dried, yielding 16.38 g of
light green powder. The extract was suspended in distilled water before vse.

The fresh leaves of G. procumbens (about 40 kg) from cach province were washed and cut, then put
them in blender (juice extractor) until herb Juice was obtained. The weigh of herb juice (kg) of each source
was recorded. Fresh herb juice was storage in freezer at -20 °C. The herb juice was standing in room
temperature until it solute to liquid before use.

The herb juice samples (150 g) from each province were dried to be powder by spray-dryer
technique with using maltodextrin (1%, 1.5%, and 3% w/v) as bulking agent.

3. Chemical constitucnts analysis ou G. procumbens

Gynura procumbens herb juice and ethanolic extract were analyzed for possible hypoglycemic
constituents by using chromatographic technique. Gla (mixture of stigmasterol glycoside and B-sitosterol
glycoside) rutin (quercetin rutinoside) and quercetin were used as makers for Thin-Layer Chromatography
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Confidence Intervals for a Cocefficient of Variation
Using Re-sampling Methods

Pianpeol Kirdwichai * and Suvimol Phanyaem
_ Department of Applied Statistics
King Mongkut’s University of Technology Noith Bangkok, Thailand
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Abstract

The coefficient of variation (CV), which is the ratio of the standard deviation to the mean, is a
dimensionless measure of dispersion that is found to be very useful in many situations. The CV of a
population czn be estimated from a sample coefficient of variation which is defined as the ratio of sample
standard deviation to the sample mean. McKay (1932) used a chi squared distribution as an approximation to
the distribution of the sample CV and derived a confidence interval for the population CV. Vangel (1996)
proposed a new approximate method of estimating a confidence interval, which he called the Modified
McKay method as it was closely related to McKay’s method. He found that the Modified McKay method
usually gave a more accurate approximation to the exact confidence interval based on a non-central t-
distribution (I.ehmann, 1986, p. 352) than McKay’s method. This paper presents new methods for estimating
the confidence intervals for the coefficient of variation by using standard bootstrap, percentile bootstrap and
Jackknife merhods to estimate the sample CV’s. We have tested the new methods using Monte Carlo
methods to generate samples from normal, chi-square and gamma distributions.

Keywords: Coefficient of Variation, McKay’s approximation, Modified McKay’s approximation, Standard
Bootstrap Method, Percentile Bootstrap Method and Jackknife Method

1. Introduction

The coefficient of variation is usually used as a measure of precision for the dispersion of data sets and
is also often used to compare numerical distributions measured on different scales. It has many practical

applications, for example, in quality control, for estimating the variability of products produced by a
manufacturing process.

The population coefficiznt of variation for a random variable with mean 4 and variance o? is
defined by:

(D

x
it
= |9

Let X; for i==12,..,n be an independent random sample selected from the population. The sample mean

n I3
and standard dzviation are then givenby: Xx=Yx /n and s= /E(x,- - E)z HAn-1).
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An estimator of the population coefficient of variation & is the sample coefficient of variation.
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An approximate 100(1-a )% confidence interval for the population coefficient of variation is (see, e.g.,
Vangel, 1996):
f
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where v=n-/, = ,(3,1_0,/2 vty = zvz,,,,/z /v and 8=6(v,a) is a known function selected so that a

4

random variabl: W, = where Y, has a ,(f distribution, has approximately the same distribution as a
v ,

. : K2(1+x?)
pivotal quantity QF-—«CJ:;—%— This pivotal quantity can be used to construct hypothesis tests and
(1+6K° )«

confidence intervals for x .
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Confidence Intervals for Proportion
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Abstract

The objective of this research is to compare confidence interval estimation methods for the population
proportion. The five estimation methods under consideration are Narmal method, Score method, F method, Poisson
method , and Adjusted wald method. The experimental data are generated by the simulation technique with 5,000
repetitions for each sample size (n) and each population proportion ( 77 ). The conclusion of this research is that for
large sample size and population proportion between 0.1 and 0.9 the 95 % confidence intervals of the Normal and

. Scores methods give coverages of 95%. The trend of Score method gave average length shorter than the Normal

method.

Keywords: confidence interval, population proportion
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The efficiency of statistic methodology for distribution testing in RFID reader fields

Kongtharp, Prateep. !, Glannamtip, Pathom. 2
Department of Applied Statistics Faculty of Applied Statistics, King Mongkut University of technology North Bangkok
Email: go_ma09@hotmail.com, Pathom@kmutnb.ac.th

Abstract

This research has aimed to find out the highest efficiency of goodness of fit statistical methodology
in data distribution test. The Probability value and confidence bounds had used for comparison in each data
distribution. The most hypothesis regarding the distributional form for accepted or rejected in that hypothesis.
Particularly Kolmogorov-Smirnov and Anderson-Darling test have to specific the data distribution before
testing. The critical value for hypothesis testing has accepted in many data distributions from in the same
group of data. Researcher had put the Confidence Bounds to apply with p-value for Ultra High Frequency
(UHF) Radio Frequency Identification (RFID) data of logistic environment. The Kolmogorov -Smirnov test
and the Anderson-Darling test have used for distribution hypothesis testing and Confidence Bounds for the
Norma! Distribution, Lognormal Distribution, Weibull Distribution and Generalized Gamma Distribution
had applied for find out the optimization methodology in this situation. Minitab package and R programming
were the analysis tools. The rzsult has shown that confidence bounds gave higher efficiency than p-value but

not at all. The discussion has explained in the full paper.

Keywords: Efficiency methodology, RFID reader fields, Distriburion test

1. Results

By the Minitab package had found that p-value are accepted hypothesis with Anderson-Darling Test
in 4((riisAt~ribu':ions are:
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Then we had used R programming for Kolmogorov-Smirnov at the same situation with Anderson-
Darling and found that; Almost distributions had the same result with P-value excepted Wiebull distribution
CI and P-value had served in the same way and had significant value than other distribution like these;
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The Efficiency Test of Factors Analysis model from statistical package
between Correlation and Structural Equation Models

Thaweewan Phoyen*, Natcha Inklub*#, Pathom Glannamtip***
Department of Applied Statistics, Faculty of Applied Sciences, King Mon gkut University of Technology North Bangkok
Email: chompoo_neung@hotmail.com*, gibpy_kmitnb@hotmail.com**,
Pathom@kmutnb.ac.th***

Abstract

This paper has objected to comparison the efficiency of factor analysis methodology. The
correlation model and structural equation model were considered to test the fitted methodology in each
experimental design. The correlation factor analysis model is;

8)

And structure equation modelis:

The principle components analysis (PCA), unweighted least square (ULS), Generated least square
(GLS), Maximum likelihood (ML) and Principal axis factoring (PAF) were the extraction method. The
Quartimax, Oblimin Direct, Equamax, Promax, and Varimax for rotated factor methodology had used for
factors loading. We also apply Normal, Chi square and Exponential data distributions had generated by R
programming for applied in all situations. The one by one exper.mental design had applied for compared
between correlation factor analysis and structural equation model. The MSE is the comparison tester. SPSS
and Lisrel statistical package have applied for computational tools in this research. The results had shown
that; the factor analysis methodology between correlation and structure equation model have grouping factors
at the same number but parameter coefficient are not the same. The structure equation model has more
efficiency then correlation model. The autocorrelation between factors are the main problem of factor
analysis model. Conclusions, remarks and hints have discussed for optimal testing in the whole factors
analysis are given.

Keywords: Optimal testing, Factors analysis, Correlation model, Structural equation model




msdstpanimsadauazadadivgnn Ysesitl 2551 355

The performance of time series model testing in free form financial data

Pussara, Kanyapat and Glannamtip, Pathom
Department of applied statistics, King Mongkut's University of Technology North Bangkok, Thailand
E-mail: mangporbin@hotmail.com, ptg@kmitnb.ac.th.

Abstract

This paper has objected to generate the high performance of Time series model in free form data
distribution of financial. Distributions of errcr found by the goodness of fit test had rejected hypothesis at .05
in any methodology. This research was used SARIMA and GARCH methods to find out the performance of
seasonal time series and smoothing model in financial field. SARIMA model is;

¢,(BYD,(B')YI-B)'(I-5)°X, =6, (B)®,(B*)Z, and GARCH model is;
Average equations
y=a+by,_ +u,

—y
z, ~iid.N(0,])

Variance equations
ho=c+eu’ +eu' ,+..+e g o+ ol + A+ L0

The result was shown that SARIMA and GARCH had given the difference performance tlme series model in

some conditions. The solution was described by comparison the performance model with graphs and
mathematical equations.

Keywords: Performance model, Seasonal time series model, Free form distribution,

1. Results
Data testing by Dot plot
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Basic Statistics on Mobile

Mitchatham Chotrasee , Chantira Eamnoi and Sa-aat Niwitpong
Department of Applied Statistics, King Mongkut's University of Technology North Bangkok

Email: ultranan_2527@hotmail.com
v ¥
unfiate
1 and v o .; 4 v o 4 i 3
faddduguuInsdmidede Wunsianniuiieym N lilinsesllofidrdmasn iz ainlu

>
1 o ot

¥ )
msinnusadanug Taslivdnmsviauudsesmiiy s dau fafl daufi 1) Data iWudiuvesmsiansi

aa; & 4

¥ : 4 1 ° ' 4 - o -

Yaya a1 2) Basic Statistics Li‘lumu-uaamsmmmﬂmnmwugm HIIUN 3) Correlation duiszant
v o ¢ 1 r - [} [} [} 5 . .

anduius daufi 4) Simple Linear Regression MIAATIEYAIIDA000811310 uazdIUT 5) Statistic formula qns

° ' ﬂﬂdy

ATHIUMTDANUF U

1. unil

s - o o e ] - o
HegtuTlsunsulszgnimeada duTdsunsududsgifildfusiiantravne msTinserdeyan

aaa 3 { s kY S s an o ] 4 o ¢ 4
adafimsfnungonduden wadl T sunsuduieginiad e d dnezldeguuinissneuiiames iie

L4
a o o

v o aa o w o P y a o
InsdwiiledaduniiunumsuFiadssiriuvesnuia i Fufugunsademsiifivsz AnEnm vadeiins

- oo

o J’ 1 L A o [ c' ‘d J o t4
Wanndusdnsaduazasilos Jsznsususnwes Insdnvitedeandias luvaefildszdnsamasu vl
a - ar 4 a 1 A L . P o
Wwannutouluns 1 Insdmiidede ifonisAannedemisuiniuy TelinnudseaennveWauunalulad
s o « o ° ° ] aadg o o °
Insiwifleformuinfunnudeanisvesdlfanumieduadd dedahmsduusmuadanifandunsiou

¥ ¥
iissfuuuInsdnsiidedie ikednasawarainungldam

2. 3Emssuiiuanidy
dmaa'ﬁug wittnsas i figed
1. YUINVBIADON, AWATIN, AMHATINAITES
2. fundovesiaen, oy, o
3. AmasIYeNan1y, AudslsIuvesRIedn
4. daudisauminasgiuvesianing
. fhqugavesdoyn, rigavesdoyn

_fidy, Amdosyrienied ind

~ N W

. dutlse@nimsudsAiuvesiiedy, mnaiandounasgiu

oo

LY o A’ o o &
.dudsednTandurus

9. MFIATIEYINISOADBNDE MY




376 mydszpinmsaifuazadfdszgnd Uszdi 2551

nisdaduAvIImlseAussenusudmaasinslel udsematngs 2548
Ianalszinsmwlng3sms DEA
The ranking of motor voluntary insurance companies in Thailand 2005

using DEA efficiency score
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Abstract

The objective of this research is to evaluate and rank forty-three motor voluntary insurance companies in
Thailand. The result of efficiency evaluated from the method of DEA revezls the improvements on influence factors
for each company, with less than 100 % efficiency, to accomplish the maximum achievable efficiency.

The study is carried out using the efficiency score from the BCC model under the assumption of VRS, which
has three steps as follow: 1) Two outputs factors comprises of earning and direct insurance premium and two inputs
which are the total expenses and the amount of surn insured, that are the four main influence factors on the efficiency
score are obtained vy following the concept of Wagner and Shimshak (2006). 2) The efficiency score achieved by the
application of these factors, demonsirates that eighteen companies proves to have their full efficiency and the rest
should improve on their factors by two means: adjusting inputs and outputs factors. The results shows that twenty-two
companies should increase their outputs and three should both increase their outputs and lowers their inputs. 3) The
forty-three companies are ranked according to Jahanshahloo et al. (2007) and forty companies rankings were obtained.

Keywerds: Insurance, Data envelopment analysis (DEA), Motor voluntary insurance
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Improvement of Randomized Response Model by Re-sampling Method
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Abstract

In sensitive questions usually obtain tae responses that not direct to the real situation . So , we solve this
problem by making simple random sampling two models for randomized response technique these are general model
and mixed mode:l. To design these models, researcher employs re-sampling principle and respondents have to use
random device “or choosing a random with replacement questions and each respondent has to answer two times.
Random devices used in general model consists of two questions are sensitive question and blank question. If
sensitive questicn is chosen, respondent must arswer “Yes” or “No” and if blank question is chosen, respondent must
answer “Yes”. Mixed model uses direct questions for categorized group of respondent. There are two groups of
respondent, first group answers “Yes” and second group answers “No”. Each group uses random devices consists of
two questions are sensitive question that need “Yes” or “No” response and blank question that need “Yes” response.

The result shows that both models have more efficiencies than other models.

Keywords: Rardom Device, Randomized Response, Re-sampling, Estimator, Variance
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